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Figure 1: Three security attacks in remote collaborative Mixed Reality (MR) considered in this work: click redirection ((a) and
(b)), object occlusion (c), and spatial occlusion (d). In (a), the user selects the attacked object and attempts to move it by pinching
and dragging; however, (b) shows that a proxy object (encircled) is moved instead (direction indicated by a red arrow). In (c), the
user attempts to select an object using a ray cast but cannot interact with it as their ray cast is blocked by a transparent bounding
box following the target object (visible here for illustration purposes only). (d) shows spatial occlusion, which is similar to (c),
except that the transparent attack bounding box is attached to a fixed region in space instead of a single object.

Abstract

Mixed Reality (MR) devices are being increasingly adopted across
a wide range of real-world applications, ranging from education and
healthcare to remote work and entertainment. However, the unique
immersive features of MR devices, such as 3D spatial interactions
and the encapsulation of virtual objects by invisible elements, in-
troduce new vulnerabilities leading to interaction obstruction and
misdirection. We implemented latency, click redirection, object oc-
clusion, and spatial occlusion attacks within a remote collaborative
MR platform using the Microsoft HoloLens 2 and evaluated user be-
havior and mitigations through a user study. We compared responses
to MR-specific attacks, which exploit the unique characteristics of
remote collaborative immersive environments, and traditional se-
curity attacks implemented in MR. Our findings indicate that users
generally exhibit lower recognition rates for immersive attacks (e.g.,
spatial occlusion) compared to attacks inspired by traditional ones
(e.g., click redirection). Our results demonstrate a clear gap in user
awareness and responses when collaborating remotely in MR envi-
ronments. Our findings emphasize the importance of training users
to recognize potential threats and enhanced security measures to
maintain trust in remote collaborative MR systems.

Index Terms: Human computer interaction (HCI), interaction
paradigms, mixed/augmented reality, human and societal aspects of
security and privacy.
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1 Introduction
Mixed Reality (MR) integrates real and virtual elements to create
environments where physical and digital objects can interact in real-
time. There has been growing adoption and interest in collaborative
MR systems driven by applications in healthcare, education, and
engineering [12, 36, 27, 33, 42].

Collaborative MR can be either co-located or remote. Remote
MR applications are especially intriguing due to their practical ap-
plications, complex threat landscape, and greater reliance on tech-
nology for collaboration compared to co-located settings [13]. Users
rely heavily on virtual avatars and object interactions to interpret col-
laborators’ actions. Remote collaborations increase the potential for
undetected security threats compared to co-located settings where
physical presence can help mitigate misunderstandings. Addition-
ally, the growing demand for remote work and global collaboration
emphasizes the importance of studying remote collaborative MR
environments and developing secure applications.

While the general acceptance of remote collaboration has in-
creased post-COVID-19 [4], the 2D nature of traditional computing
devices and corresponding remote collaboration tools limit the adop-
tion of collaborative applications, especially in hardware-dependent
and high-risk industries such as manufacturing and healthcare. MR
is poised to address these limitations by expanding the breadth and
impact of remote collaborations. For example, clinical carts used
to support telemedicine allow medical experts to provide care when
they are not co-located with the patient [3]. However, most of the
cart’s functionality relies on repurposed video conferencing tools
and basic signal monitoring, requiring a local technician and a nurse
to facilitate the visit. In contrast, MR technology offers medical pro-
fessionals a spatially integrated experience with minimal need for
additional resources, allowing them to focus solely on patient care.
Given these advantages, MR technology has already seen increased
usage in telemedicine [19, 15].

New MR collaboration opportunities also introduce novel secu-



rity risks due to increased connectivity, immersion, extensive use
of sensors, and a lack of user understanding [13, 45, 29, 2]. For
example, an attack might alter the environment for one user with-
out affecting the view of others or disrupt communication between
users at a critical moment. While there have been initial investiga-
tions into the security risks and resulting mitigations in MR devices
[44, 10, 48, 28], there is a lack of analysis and understanding of the
security risks introduced by networked remote collaborative MR.
The work of [30] lays the foundation for analyzing multi-user dy-
namics in MR environments. However, their work does not expose
users to security attacks in practice. In contrast, we aim to fill this
gap by studying real-time user behavior during security attacks in
remote collaborative MR tasks and analyzing how collaboration dy-
namics influence the perception and mitigation of security threats.
We believe that doing so is important to understand the practical
risks associated with these systems and how users respond to se-
curity threats within such systems. Therefore, we examine user
responses to security attacks within remote collaborative MR to un-
derstand the recognition of security attacks and mitigation strategies
from the user’s perspective.

To the best of our knowledge, our study is the first to explore user
responses to security attacks in situ within a remote collaborative
MR environment. Our study also identifies common mitigation
techniques that users employ against various attacks and examines
how these techniques differ from those that they report using.

Contributions: Our research provides several contributions to-
wards the security and usability of collaborative MR:

• We are the first to implement security attacks in a remote
collaborative MR environment. We evaluate the impact on
attack recognition and mitigation strategies through a user
study based on a modified prototype on Microsoft HoloLens 2.

• We identify that users are less likely to recognize attacks
unique to MR and attribute them to other factors like techno-
logical glitches, partner miscommunication, and user errors.

• We identify a disconnect between users’ perceived mitigation
efforts and their actual responses when faced with attacks in a
remote collaborative MR environment.

2 Related Work
In this section, we briefly discuss relevant literature that explores
collaborative MR applications, security threats in such applications,
and users’ perspectives on these security threats.

Applications of Collaborative MR: Collaborative MR has been
increasingly explored for real-life applications [20, 14, 39, 25, 38].
In the medical field, Gasques et al. [19] proposed using collabora-
tive MR to guide inexperienced surgeons during emergency med-
ical procedures by introducing an MR system called ARTEMIS.
They conducted a user study using ARTEMIS to guide novice sur-
geons through procedures including needle decompression, leg fas-
ciotomy, and cricothyrotomy. Their results showed that the system
enabled both novices and experts to communicate with increased
precision, accuracy, and clarity. Novices were even able to com-
plete the procedures they had never performed before. Fidalgo et
al. [17] documented the expansive use of MR across other domains
such as navigation, entertainment, education, and more through
a large-scale survey. Their survey highlighted MR’s critical role
in improving performance and learning outcomes through remote
assistance and training. The growing number of applications for
collaborative MR calls for a need to understand the security risks
associated with the mass adoption of MR devices in the industry
and the readiness of users concerning them.

Threats in MR: Mixed Reality (MR) presents distinct security
and privacy challenges arising from its integration of virtual and
physical environments. Slocum et al. [43] highlighted vulnerabili-
ties specific to Augmented Reality (AR) systems such as suscepti-

Table 1: Comparison of related works on MR security attacks.
Related Works Collaborative Remote Deployed

Attacks
Cheng et al. [11] ✗ ✗ ✓
Cheng et al. [10] ✗ ✗ ✓
Zhang et al. [49] ✗ ✗ ✓
Slocum et al. [43] ✗ ✓ ✓
Lebeck et al. [30] ✓ ✗ ✗
Happa et al. [22] ✓ ✓ ✗
Our Work ✓ ✓ ✓

bility to read and write attacks. Such attacks exploit AR’s reliance
on visual input and GPS data. These system components, often used
to verify physical presence, can be spoofed leading to significant se-
curity breaches. Similarly, a study by Zhang et al. [49] exposed side
channels in MR sensor data to recover hand gestures, voice com-
mands, and keystrokes from MR devices. They were able to identify
launched applications with over 90% accuracy, demonstrating that
MR systems are vulnerable to security attacks.

Additionally, Cheng et al. [10] provided an in-depth analysis
of AR User Interface (UI) properties with significant security im-
plications, showcasing empirical analyses across various platforms
including ARCore, ARKit, Hololens, Oculus, and WebXR. These
properties include the transparency/invisibility of virtual objects, the
occupation of the same space by different objects, and the ability to
add synthetic user input in MR-based applications. Understanding
these AR UI properties and their security implications informed the
design of our implemented attacks.

Threats in Collaborative MR: As the application of collabo-
rative MR grows, so does the complexity of its security challenges
[35, 18]. Ruth et al. [40] focus on secure and private content sharing
in multi-user environments, which is crucial for effective collabora-
tion. Their work introduces a system called ShareAR with a control
module designed to manage and secure how AR content is shared
and interacted with. ShareAR helps mitigate one aspect of security
threats associated with collaborative MR applications. Happa et
al. [22] further elaborated on the vulnerabilities within network ar-
chitectures that support collaborative MR, discussing the potential
social, monetary, and psychological impacts of such exploits.

Additionally, Rajaram et al. [37] highlight the growing use of AR
in collaborative settings and the associated risks of data breaches,
unauthorized access, and privacy violations. They conducted a
user study to explore concerns and preferences about security and
privacy in shared AR environments, using the findings to propose
techniques such as granular access controls, encryption, and feed-
back mechanisms to address vulnerabilities.

Prior work on the variety of threats associated with collaborative
MR settings encourages our focus on MR-specific attacks. Addition-
ally, it presses on the need to investigate if users’ unfamiliarity with
the MR environment decreases the effectiveness of secure habits
adopted by users. Our study aims to provide insights into how
users interact with and perceive security threats unique to remote
collaborative MR environments.

User Perspective on Security Issues: Understanding user reac-
tions to security threats within MR environments is crucial for the
technology’s adoption [31, 21, 1, 34]. Cheng et al. [11] studied
user responses to perceptual manipulation attacks. Their findings
showed physical and behavioral reactions when users were unknow-
ingly subjected to these threats. However, their study was not set
in a collaborative context and participants were not aware that they
were being subjected to security attacks. Additionally, their attack
implementation relied on stimuli external to the MR environment.
In contrast, our study simulates attacks in a remote collaborative MR
environment where participants are explicitly informed that attacks
may be present and are tasked with identifying and mitigating them.



This approach aims to capture the level of difficulty participants
face in recognizing and addressing attacks within MR environments.
Similar research by Erickson et al. [16] explored the identification
and impact of errors in remotely shared MR data. They emphasized
the users’ perspective by documenting how gaze data inaccuracies
affected task performance, user trust, and subjective experience in
MR settings.

Lebeck et al. [30] recognized the need to explore the security and
privacy of MR users in the context of multi-user applications. Their
study investigated users’ concerns when engaging with immersive
AR technologies and found that users may treat virtual objects as
real. This confusion between the real and virtual world can lead
to risks such as deceptive virtual objects and identifies the need for
access control in shared spaces. Their study primarily focused on co-
located applications without implementing actual attacks, it serves
as a motivation for our research to go beyond this scope. While
these related works stress the growing interest and importance of
secure user interactions within MR, they do not specifically analyze
how users respond to different types of security attacks in a remote
collaborative MR setting, leaving a gap in the literature,(see Table 1).
We address this gap by implementing such attacks and evaluating
user perceptions and responses.

3 Methodology
In this section, we state the research questions motivating our stud-
ies and our threat model. We describe the four implemented at-
tacks (§3.2), our study design (§3.3), pilot study findings (§3.4), and
main study protocol (§3.5). Our user study design addresses the
following research questions:

• RQ1: How do users’ concerns towards security attacks change
when exposed to attacks that are exclusive to remote collabo-
rative MR environments?

• RQ2: How do users perform in recognizing security attacks
in remote collaborative MR environments and what are their
mitigation strategies?

• RQ3: How are user experience and collaboration affected in
the presence of MR security attacks?

3.1 Threat Model
Our threat model considers multiple users interacting within a net-
worked remote collaborative MR system. We assume that the
MR application allows third-party integration, similar to prior stud-
ies [49, 10, 11]. This assumption draws on existing platforms, such
as VRChat [46], which enable third-party integrations through Open
Sound Control [47], granting access to sensor data. We anticipate
that future large-scale MR platforms will adopt extensive third-party
integrations, much like Alexa Skills in Internet-of-Things devices.
The third-party integration code could compromise the security
or functionality of the MR application. This risk is particularly
concerning in remote collaborative MR environments, where 3D
interactions and the shared virtual space are essential to the user
experience. Malicious entities could exploit vulnerabilities to dis-
rupt critical collaborations, manipulating users’ perception of the
environment, and impairing their ability to coordinate, potentially
resulting in physical or psychological harm to users and bystanders.

The attacks demonstrated in this paper require only minimal in-
formation obtainable through third-party APIs. For example, the
spatial occlusion attack can be executed using the head position of
the user to infer the approximate area of object interaction. Similarly,
click redirection and object occlusion attacks can be implemented
by accessing a list of game objects in the scene without precise
knowledge of their spatial positions or task relevance. Lastly, the
latency attack operates independently of the headset environment
and instead exploits network vulnerabilities.

3.2 Attacks Implemented
In order to investigate user behavior around various security attacks,
we created a prototype based on “SurfShare” developed in [24].
This prototype is implemented in Unity3D version 2019.4.38f1 on
the Microsoft HoloLens 2. The prototype allows two Microsoft
HoloLens 2 devices to exchange a part of their physical environ-
ment, through a portal, over the network. The portals in the appli-
cation allow users to create virtual 3D representations of physical
objects in their environment and stream them over to be viewed and
manipulated by all users in the session. Each 3D representation has
a “handle” attached to it, which can be used to resize the object.
This handle can be seen as a white box on top of each object as
shown in Figures 1 and 2.

We implemented four types of attacks, including two inspired
by [10]. Based on whether similar types of attacks exist in 2D
computing environments, Latency and Click Redirection attacks are
classified as “familiar” attacks, while Object and Spatial Occlusion
are considered “unfamiliar”.

Latency Attack: Latency attacks are defined as a malicious
increased delay in a communication channel aimed to stop applica-
tions from responding to the requests within a reasonable time [8].
We apply the same concept in the remote collaborative MR environ-
ment where network communication synchronizes the orientation
and interactions of shared virtual objects between users. We used
the Mirror package in Unity3D to connect the MR headsets through
a desktop server machine and manipulate network traffic. We used
Mirror’s built-in latency simulator to implement the latency attack.
We set the packet loss rate to 0.5% and added a variable latency of
around 10 ms in the network. These parameters were determined
by experimenting with various values to find the point where user
experience is significantly affected without causing the application
to become unresponsive.

Click Redirection Attack: This attack is inspired by the web-
based attack called clickjacking. Traditionally, this attack refers to
tricking the victim into clicking an element that the victim never
intended to click. This is usually done by making the element
barely visible or completely hidden [41]. Previous work by Cheng
et al. [10] implemented a clickjacking attack in an MR environment
by placing two virtual objects in the same position in 3D space. They
exploited the inconsistency in rendering and interactivity order of
those two objects to implement this attack.

In our study, we introduce a novel attack called “Click Redi-
rection.” Unlike the traditional web-based attack, both objects are
visible in this attack, and unlike MR clickjacking, both objects can
occupy different positions in the environment. We designed the
attack such that when a user tries to move one virtual object via
interaction, another object will move instead, and vice versa. This
is illustrated in Figures 1a and 1b. Implementing this attack in a
3D immersive environment also means that when the victim tries
to move one attacked object, they will not witness the movement
of the proxy object in real-time if it is outside their field of view.
However, they will still notice the changed position of the proxy ob-
ject when they look around in their environment. Furthermore, the
collaborative environment can make the unintended movement of
virtual objects a potential cause of mistrust and confusion between
the collaborators.

To implement the click redirection attack, we loop through the
virtual objects in the 3D environment and randomly select two ob-
jects: an attacked object and a proxy object. The attack deletes the
attacked object’s 3D transform manipulation code and replaces it
with that of the proxy object. The attack effectively disables ma-
nipulation of the attacked object and applies all manipulations to
the proxy object instead. The attack waits until a minimum of four
objects have been created and shared with collaborators before click
redirection is activated.

Object Occlusion Attack: Cheng et al. [10] identify invisibil-



ity/transparency as one of the UI properties of MR systems that can
be exploited to implement security attacks on MR devices. They
used this property to implement a Denial-of-Service (DoS) attack by
making a transparent/invisible virtual object overlay on a visible vir-
tual object. This transparent/invisible object blocked all interactions
with the underlying visible virtual object. While our implementa-
tion of the object occlusion attack shares similarities with the DoS
attack discussed in [10], we chose to call it the “Object Occlusion
Attack” for two main reasons. First, we wanted to avoid confusion
with the more conventional definition of DoS attacks that involve
overwhelming a system with network load [32]. Second, our attack
was different from the DoS attack in [10] since under our attack,
one could still move an object in our environment if they got close
enough to be within the invisible bounding box around the attacked
object.

Our attack waits for virtual objects to be created in the envi-
ronment. Once the minimum threshold of four virtual objects is
reached, a transparent/invisible bounding box encapsulates a ran-
dom shared virtual object in the environment. When a user tries to
interact with the visible object from a distance using the ray cast, the
invisible bounding box blocks the ray cast and does not let it reach
the visible object as shown in Figure 1c. The transparent bounding
box follows the object such that the object always remains within
its bounds. This makes it impossible to interact with the attacked
object via ray cast interaction and forces the near-interaction gesture
in the case of Microsoft Hololens 2.

Spatial Occlusion Attack: This attack is similar to the object
occlusion attack described above. However, as the name suggests,
the purpose of this attack is not to occlude a particular visible object,
but a specific region in the environment. The occlusion ensures that
the user cannot interact with any object in the occluded space unless
they physically reach inside the bounds of the transparent/invisible
bounding box. The transparent/invisible bounding box has been im-
plemented differently for this attack in the following ways: First, the
bounding box is larger, allowing multiple virtual objects to be en-
capsulated within its bounds, as shown in Figure 1d. This contrasts
with the object occlusion attack, where the transparent/invisible
bounding box resizes to encapsulate only the target object. Second,
it remains static in space and objects can be released from the at-
tack if they are moved out of the bounding box via near-interaction.
Similar to other attacks, we make sure the minimum threshold of
four objects is met before launching the attack. We also initialize
the position of the box such that it encapsulates at least one random
shared object in the environment.

3.3 Study Design
Task Design: The task was designed to be collaborative, remote,
and representative of real-life applications with spatial and tempo-
ral coordination. The task was inspired by prototyping and training
guidance for assembly. We provided each participant with paper
cutouts representing various shapes. Participants were asked to
convert these cutouts into virtual objects within the MR environ-
ment. They then either stacked the shapes on top of each other
within a set time limit or used them to recreate a sample image
provided as part of the task (Figure 2a).

Study Protocol: Our study started with a pair of participants
present in the same room. The participants received the consent
form to read and sign. After this, they were introduced to the MR
device (Microsoft HoloLens 2) using the built-in Tips application,
which provides a tutorial on how to operate the HoloLens 2.

Next, the participants were briefed about the user study proce-
dure through a PowerPoint presentation. This presentation included
an introduction and demo of our MR application components and
a description of the assembly task. The presentation also primed
participants to think about security attacks through two slides list-
ing the names and definitions of traditional cybersecurity attacks.

(a) (b) (c)

Figure 2: (a) The target puzzle solution and provided shapes. (b)
Participants place the 2D cutouts within their portal to create and
share as a 3D virtual object. (c) Partially completed tower in the
MR environment.

Priming participants was essential to establish a consistent baseline
understanding of common security attacks before experiencing any
attacks in MR. Prior studies [10] show that participants often sus-
pected the premise of the study due to the known research focus on
security from the experimenters’ lab, which unintentionally intro-
duced variability in responses. Explicit priming of participants not
only addressed this issue but also aligned the study with realistic
scenarios, such as security training provided to new employees in
organizational contexts.

After the presentation, an acclimatization round of the task was
conducted without attacks; during this round, we guided the par-
ticipants through task completion. Once the participants felt com-
fortable with the device, they were taken to separate rooms for the
data collection. Participants then filled out the pre-task question-
naire. At the start of each condition, Participant 1 used guiding
marks on the table to position a square representing their portal.
Participant 2 then placed the representation of that portal on their
table, as a reference to Participant 1’s position in their environ-
ment. Next, they moved on to position their portal using another
guiding mark on a table. After configuring the portals, one of the
participants enabled the remote connection by clicking the “Start
Streaming” button in the menu panel. This action established an
audio connection and enabled participants to see each other’s virtual
avatar representations within their respective environments. Once
this connection was established, researchers started the timer and
both the participants placed paper cutouts provided to them in the
portal and created virtual 3D objects out of them using the “Create
Floating Object” menu button as shown in Figure 2b. After creating
the virtual objects, participants moved them around in the environ-
ment (Figure 2c) to solve the target puzzle of the rocket shown in
Figure 2a.

Participants repeated the task under baseline and attack condi-
tions. Both participants experienced the same type of attack during
each round. We recorded participants’ interactions from a first-
person perspective during the task. However, to avoid degradation
of performance in HoloLens 2 and to maintain user privacy, we
captured the generic holographic view without the raw camera feed.
We also noted the time it took for participants to complete the task in
each condition. After each round, a questionnaire was administered
to understand changes in participants’ perceptions. The study con-
cluded with a semi-structured interview to understand participants’
experiences at a deeper level.

3.4 Pilot Studies
We ran two sets of pilot studies before finalizing the study design.

Pilot Study 1: The first Pilot Study consisted of four user studies
with eight total participants. We implemented three types of attacks
in the prototype including latency attack, object occlusion, and
spatial occlusion. While the baseline condition was always the first



condition, the order of attack conditions was randomized for each
user study.

The results of Pilot Study 1 revealed a pattern of differences in
user behaviors towards various attacks. For example, attacks unique
to MR were more frequently misattributed. The pilot study also
provided us with valuable feedback on our study design. First, the
latency attack was not the best choice for a familiar attack since the
degradation in user experience brought the risk of high frustration
in participants. We believe this could affect their willingness to
provide detailed answers to the subjective questions. Moreover, the
participants had no direct means to mitigate the latency attack. Sec-
ond, the results revealed that most participants were unable to notice
any differences between the two occlusion attacks, and both con-
ditions produced very similar results. We also observed that since
the baseline condition was always the first condition, the average
usability scores of participants in the baseline round (3.05± 0.75)
were worse than the attack conditions (3.2±0.81, 3.22±0.92, and
66±7.5). This was unexpected and motivated us to randomize the
order for the baseline condition in future studies.

Another insight from Pilot Study 1 was related to participants’
focus on attack conditions. We observed that participants were too
concerned about completing the task on time to notice the attacks
in the environment. This made us realize that we need to modify
the task by removing time pressure to allow participants to think
about the attacks. Furthermore, each participant had to create a
portal in their virtual environment that required three pinch gestures
to mark the three corners of the rectangle in a specific order. Most
of the participants struggled with this method of portal creation,
increasing fatigue and extending the duration of the study.

Pilot Study 2: The second Pilot Study also consisted of four user
studies and eight different participants. We made two changes to
the attack conditions: (1) We dropped the object occlusion attack
and (2) replaced the latency attack with the click redirection attack.
Therefore, the conditions for Pilot Study 2 were baseline, spatial
occlusion attack, and click redirection attack. As mentioned above,
the two occlusion attacks provided similar results so we excluded
object occlusion to reduce the user study time and fatigue of partici-
pants. The reason for including the spatial occlusion attack was that
similar examples are rare in 2D computing environments. Similarly,
the results of Pilot Study 1 made a case for replacing the latency
attack because we did not observe any mitigation strategies. As
a result, we conceptualized and implemented the click redirection
attack instead.

We also changed the study protocol so that participants were
primed to think about security attacks through the task introduction
presentation, and a semi-structured interview was added at the end
to gain more meaningful insights about the participant’s experience.
Furthermore, we used a Latin square generator to decide the order of
each condition between experiments, including the baseline condi-
tion. This helped reduce the ordering effect in our user studies. As
a result, we witnessed results more consistent with our expectations,
with the baseline condition having a higher average system usability
rating (3.88±0.74) compared to click redirection (3.35±0.75) and
spatial occlusion (3.12±0.66).

The task was also modified from Pilot Study 1 to increase the
level of engagement and standardization between each collaborating
pair. Instead of asking participants to simply stack pieces to build a
tower, we decided to provide them with a sample image to replicate
as shown in Figure 2a. Additionally, we decided to remove the time
restriction and simply measure the time it takes for participants to
build the rocket as a metric of performance. Pilot Study 2 yielded
promising results, providing a strong foundation for proceeding with
the main study.

3.5 Main Study
We recruited 20 participants divided into 10 user study sessions for
the user study through university listservs. Thirteen participants
were male and seven were female. The age of participants ranged
between 19 and 37. All participants were Virginia Tech students. We
asked participants about their prior experience with MR devices and
found that six participants had no prior experience, while fourteen
participants had limited experience, having used an MR device
a few times. We countered for that lack of experience through
the acclimatization round before the start of data collection. All
participants were at least 18 years old, had normal vision without
glasses, and were English speakers. Virginia Tech’s Institutional
Review Board approved this and all pilot studies. Participants signed
consent forms before the start of each study and were compensated
for their participation with a cash amount of $20.

We included two types of attacks in the application for the final
study: click redirection and spatial occlusion. The attacked objects
were selected randomly for each participant. This means that not
only were the objects attacked for each of these conditions different
for both participants in each round but they also differed between
rounds.

In this study, we aimed to address our research questions (RQs)
by testing corresponding hypotheses. We hypothesized that user’s
concerns about security attacks would increase significantly under
threats unique to remote collaborative MR environments (RQ1);
users would perform significantly worse at identifying such attacks
(RQ2); and user experience would significantly degrade while col-
laboration increases as users rely on one another under attack (RQ3).
The reasoning behind our hypotheses stems from the lack of famil-
iarity with MR-specific attacks.

4 Results
In this section, we analyze and draw conclusions from the quantita-
tive data (§4.1), observational data (§4.2), and subjective data (§4.3)
collected during our study.

4.1 User Reported Quantitative Measures
Participants filled out a post-task questionnaire after every condition
including standard scales regarding their perceived task workload,
system usability, and security perceptions. The questionnaire con-
sisted of five parts: (a) NASA TLX questionnaire [23], (b) System
Usability Scale (SUS) [7], (c) subset of questions from the Mixed
Reality Concerns (MRC) Questionnaire [26], (d) participant’s rating
of their own performance “How would you rate your performance in
the last session?”, and (e) an open-ended question asking the partici-
pants to report their experience with the attack “Based on your prior
knowledge, do you think you were under a security compromise in
this condition? Try to name the kind of security compromise if
possible.” Questions from (a) - (d) were asked on a 5-point Lik-
ert scale. Table 2 lists the included MRC questions. Please see the
Supplementary Material for a list of all prompts in the questionnaire.

Subset of Mixed Reality Concerns (MRC) Questionnaire
I am concerned about the possibility of non-authenticated

individuals gaining access to this MR system.
I am concerned about the potential of this MR system to

influence my behaviors in ways that could be detrimental to my
well-being.

I am sure that this MR system is maintaining a secure
environment.

Table 2: MRC questions included in the post-condition question-
naire.

We compared participants’ answers to these questions across
the three conditions (baseline, spatial occlusion attack, and click



redirection attack) and reported the results below. These quantitative
results aim to answer RQ1. We calculated the unweighted score of
each questionnaire by summing participants’ ratings on a 5-point
Likert scale. The rating for the subscale measuring success in
NASA TLX was inverted in the final calculation to align with the
other subscales, ensuring that higher scores consistently represent
a higher task load. We took the average score of all participants
to test for significant main effects. We used the Shapiro-Wilk test
to test our data for normality. Our data did not meet the normality
assumptions so we used Friedman’s test to identify the significance
of differences between conditions for each scale. If we found a
𝑝 < 0.05, we ran the Wilcoxon Signed-Rank test as the posthoc test
with Bonferonni correction between each pair of conditions. The
Supplementary Document presents all of our statistical results.

The average score for task load conditions did not show any
practical difference. The average task load for baseline was
14.20± 3.39, click redirection was 14.70± 3.03 and spatial occlu-
sion was 13.95±2.98. These scores were calculated out of 30 with
each of the 6 subscales contributing a rating out of 5. We also com-
pared the ratings for subscales of the NASA TLX questionnaire and
noticed that the average rating for frustration level was considerably
higher in the click redirection condition (2.30±1.08) compared to
the spatial occlusion condition (1.06± 1.04). This difference was
near significance (𝑝 = 0.07), with a large effect size (𝑟 = −0.718).
In other words, the frustration level shifted from not at all to slightly
frustrated on average which indicates increased noticeability of frus-
tration amongst participants. The comparison of average scores for
SUS did not show any practical effect either. The baseline condition
had an average score of 17.2±3.72, the spatial occlusion condition
had an average score of 17.7± 3.88, and click redirection had an
average score of 16.3± 4.14. These scores were calculated out of
25 with each of the 5 subscales contributing a rating out of 5.

Participants’ responses to the MRC Questionnaire indicated that
different types of attack conditions raise different types of security
concerns as shown in Figure 3c. The average rating for concern re-
garding unauthenticated access was higher for the click redirection
condition (3.30±1.26) than that for the spatial occlusion condition
(2.85±1.18). However, the average rating for concern regarding the
security of the environment was higher for the spatial occlusion con-
dition (3.15±1.34) than the click redirection condition(2.90±1.12).
The level of concern generally remained low across conditions.

The average rating of participants’ perception of their perfor-
mance was also compared across conditions. The results indicated
that participants exhibited the highest confidence in their perfor-
mance during the spatial occlusion condition 3.50±1.28, followed
by the baseline condition 3.35± 0.98, and the lowest confidence
during the click redirection condition 2.85± 1.03. Although this
difference is not significant, this is an interesting finding because
when we measured their actual performance in terms of time taken to
complete the task, we found that the average performance during the
spatial occlusion condition was worse than the average performance
during the baseline condition as shown in Figure 3a. On average, the
task took 5.25±2.39 minutes to complete in the baseline condition,
compared to 6.54±3.39 minutes in the spatial occlusion condition.
However, the click redirection attack did lead to the longest task
completion time, averaging 8.54±4.48 minutes. The difference in
performance time for click redirection condition and baseline was
found to be statistically significant (𝑝 = 0.02) with a large effect size
(𝑟 = −0.956).

4.2 Observed Measures
As mentioned in §3.3, we recorded the user’s first-person perspec-
tive while performing the task. We watched each video and prepared
summary notes for each session. The themes focused on the way
users faced the attack, how users reacted to the attack, how users
mitigated the attack, and what kind of collaborative effort was wit-

nessed during the attack. We also cross-referenced our observations
with the open-ended question in the post-task questionnaire where
participants were asked to self-report these measures. After collect-
ing summary notes for each session, we grouped them in terms of
attacks recognized and mitigation techniques against these attacks
to answer RQ2.

Figure 4 shows the distribution of types of attacks identified for
each condition. We noticed that a majority of the participants re-
ported no attack in the baseline condition, and for the 30% who
did report an attack, it was a result of inaccurate pinch detection
that prevented the user from selecting the desired object. We wit-
nessed a wide variety of recognition patterns and attack labels for
click redirection and spatial occlusion conditions. Furthermore, we
observed that over 50% of participants reported no attack during
the spatial occlusion condition, while only about 30% suspected no
attack during the click redirection condition. This shows a pattern of
higher attack recognition in the familiar, click redirection condition
compared to the unfamiliar, spatial occlusion condition. Another
interesting finding was that 12% of the attacks recognized for click
redirection involved describing the attack accurately without la-
beling it in terms of the standard list of web-based cyber-attacks
provided to them. For instance, User 1 of User Study 2 described
the click redirection attack in the following words, “I made three
objects, and while selecting one of them, when I tried to drag it,
the other object was getting moved.” However, participants did not
provide such descriptions for the spatial occlusion attack.

Similar to attack recognition patterns, user mitigation techniques
were also grouped by theme. However, in this case, we did this
grouping twice. Once for the mitigation techniques that we ob-
served in the recordings and the other for the mitigation techniques
that the participants reported. There are five possible mitigation
techniques for both attacks (No mitigation, Ask your partner to
move the attacked object for you, Recreate the virtual object, Use
near-interaction to approach the object and Use the proxy object to
move the intended object). Three types of behaviors are common
between the two attacks: recreating the virtual object, asking their
partner to manipulate the attacked object instead, and not mitigat-
ing the attack at all. Two mitigation techniques are attack-specific,
one for each condition. In the case of click redirection, the attack-
specific mitigation technique required participants to identify the
attacked and proxy objects and use one to move the other in the
intended place. Whereas, for spatial occlusion attack participants
needed to physically approach the virtual object and only move it via
near-interaction. Figure 5 shows the distribution of each mitigation
technique used and reported across both attack conditions.

We noticed a discrepancy between the mitigation techniques re-
ported by the participants and the actual mitigation techniques they
used in the conditions. For the click redirection condition, most
participants correctly reported the mitigation technique they used.
However, around 30% of the participants never reported a mitigation
technique despite performing mitigation during the task. The results
for the spatial occlusion attack had an even larger discrepancy be-
tween the data from the recording and participants’ self-reporting.
Around 67% participants failed to report their mitigation technique.
Most of these participants (61%) had employed near-interaction to
mitigate the attack. However, only one participant reported using
this technique to complete the task in the presence of the spatial
occlusion attack.

4.3 Subjective Analysis
Attack Recognition and Attribution: We determined that the
baseline condition was an effective control, as the majority of par-
ticipants reported no perception of security attacks. However, users
often misclassified the type of attack they experienced. User 1
from User Study 7 said about the click redirection attack, “I was
not able to move some shapes while my partner was not able to
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Figure 3: (a) Average time taken by participants across conditions. (b) Participants’ average ratings of performance, showing higher ratings
for spatial occlusion despite worse performance. (c) Responses to security concerns from the MRC Questionnaire mapped by attack condition.
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Figure 4: This graph shows the distribution of types of attacks
recognized for each condition. There is low recognition and high
misclassification by the participants for the implemented attacks.

move some other shapes. I suspect this to be due to Denial-of-
Service (DoS) or Man-in-the-Middle (MITM) attack.” Participants
frequently misidentified the spatial occlusion attack as a system fail-
ure to respond to their actions, leading them to perceive it as a DoS
or latency attack. In their interview, User 2 from User Study 1
described the situation as follows: “It was a DoS attack. The sys-
tem was not handling my request.” User 2 from User Study 10 also
reported, “There were delays in this [spatial occlusion] condition,
this may be due to latency attack.”

The results also revealed the tendency of participants to attribute
the issues they face, due to the attacks, to factors like user errors,
technological glitches with the device network connectivity, and the
overall performance of their partner. During the spatial occlusion
condition, User 1 from User Study 6 thought that the attack was
a technological glitch and complained to the investigator about a
faulty application. During the interview the same participant re-
ported, “I did not understand that objects had to be moved by going
physically near, so that was my user error. I was probably not doing
air tap right.” During another study, the proxy object was already a
part of the partially completed puzzle solution that User 1 from User
Study 5 was assembling when they encountered the click redirection
attack. However, the proxy object was displaced from that arrange-
ment when the participant attempted to move the attacked object.
They noticed this displacement later as they looked back at their so-
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Figure 5: Distribution of mitigation techniques reported and per-
formed for different attack conditions. There is a discrepancy in the
mitigation techniques reported and performed by the participants
for both the spatial occlusion and click redirection attacks.

lution and said to their partner shockingly, “Oh my! Everything has
changed. Please stop moving objects.” Their partner replied that
they had not moved any objects out of the arrangement, to which
User 1 of User Study 5 responded, “Just stop doing everything for
now!” convinced that their partner had moved the object.

We observed a general lack of suspicion among participants re-
garding the possibility of attacks despite being specifically instructed
to watch for unusual behaviors in their environment that could indi-
cate a security threat. User 2 of User Study 2 even reported that they
felt none of the conditions involved an attack. During the interview,
they suggested a need for user training in response to the issues
faced during the task completion.

We also noticed that spatial occlusion was less frequently reported
as a potential security threat in post-experiment interviews. Even
when User 2 of User Study 8 was actively under the attack of spatial
occlusion they did not tell their partner about the problem they
were facing. Instead, they said, “Wait, let me figure something
out.” We also believe users’ understanding of learning effects may
have masked attack perceptions in the earlier conditions. User 2
of User Study 5 was subjected to the conditions in the following
order: spatial occlusion, click redirection, and baseline. In the
post-experiment interview, this participant described that they felt
their performance improved with each condition. They attributed
difficulties in earlier conditions to their lack of familiarity with the



prototype rather than the presence of attacks.
Participants’ Collaboration: Our data analysis also revealed in-

teresting behaviors within the collaboration of users in the presence
of a security attack, as we explored RQ3. The type of impact varied
between user studies. Sometimes, the attack led to increased col-
laboration where participants would communicate with their partner
about the issue they were facing and rely on their help to resolve it. At
other times, they would blame their partner for miscommunication
and misplacement of objects in cases where the attack was not rec-
ognized (User 2 from User Study 5). Another case of a participant’s
mistrust due to an attack was witnessed in the post-experiment inter-
view of User 2 from User Study 3 where the participant explained,
“It is easy to identify attacks when you’re alone because you know
if you see a change you did not make, it’s a problem. But when
you have a partner there are two suspects to select from, the attack
and the partner.” In the case of User 1 from User Study 6 we no-
ticed increased reliance on the partner when subjected to an attack.
Once they realized they could not move an object as expected, they
assumed the issue was on their end. From that point onward they
just created the virtual objects out of the paper cutouts provided to
them and asked their partner to move and arrange those objects to
complete the puzzle.

Participants’ attack experience was different compared to their
collaborators because we randomized which object or region was
attacked for each individual. This asymmetric experience led to
miscommunication and hindered collaboration. For example, User
2 from User Study 5 described their spatial occlusion attack to their
partner as, “I can’t reach the object, my ray is being blocked”,
hoping for help or guidance. However, since User 1 was not expe-
riencing the same issue, they did not respond.

Even when both participants faced the attack at the same time
we noticed varying levels of persistence towards mitigating the at-
tack. User 2 from User Study 10 spent four minutes trying to
move a virtual object targeted by the click redirection attack before
recreating the object. User 1 from User Study 10 was also stuck
trying to move the object simultaneously. User 2 advised User 1
to recreate the object from their own experience. However, User
1 continued attempting to move the attacked object, until User 2
finally moved the attacked object for them. Overall, we noticed that
collaboration between partners increased more often in the case of
click redirection attacks. On the contrary, most participants did not
even mention their attack experience to their partners in case of the
spatial occlusion attack.

Perceptions about Real Life Applications: In addition to ask-
ing questions regarding participants’ experience during the exper-
iment, we asked participants if they could come up with real-
life applications for this kind of remote collaborative MR system.
Based on the responses we got from the participants, we identi-
fied three main types of applications where users foresee this setup
being used. These include Collaborative Design and Prototyping
(47.62%), Remote Guidance and Education (14.29%), and Enter-
tainment (38.1%) such as collaborative games. These categories
align with the applications we identified to motivate this study.

We also asked participants to identify the possible issues that
they expect in deploying a system of this kind in real-life scenar-
ios. The answers revealed concerns regarding Unauthenticated Ac-
cess (20%), Network Reliability and Performance (45%), and User
Adoption (25%). On the other hand, 10% participants felt there were
no major issues that should hinder the adoption of MR in real-life
applications.

5 Discussion
5.1 Low Recognition for Novel Attacks
We identify that users are less likely to recognize attacks unique to
MR and attribute them to other factors like technological glitches,
partner miscommunication, and user errors. This supports our hy-

pothesis regarding RQ2. We believe the lack of recognition is due to
MR environments typically being more cognitively demanding than
2D interfaces. The higher cognitive load might impair users’ ability
to recognize attacks overall. We also believe the misclassification
of attack types by participants is due to a lack of familiarity with
MR as they attributed most attacks to 2D concepts.

Specifically, the recognition frequency for the spatial occlusion
attack was lower than that for the click redirection attack. This
may stem from users’ lack of prior understanding of the difference
between a security threat and a technical glitch in immersive envi-
ronments. Additionally, no participant hinted at the presence of a
transparent object in the environment, suggesting that such concepts
are difficult to grasp for users. Since the spatial occlusion attack
relied heavily on MR-specific properties, its novelty and subtlety
likely contributed to the users’ responses and reduced recognition
rates.

We observed that participants attributed the issues encountered
during task completion to technological glitches and user errors,
rather than suspecting malicious attacks. This observation provides
key insights into user behavior and perception in collaborative MR
environments and indicates that users might have a false sense of
trust that these systems are more secure by design. This misplaced
trust increases their vulnerability to MR-specific attacks. Addi-
tionally, users’ tendency to attribute issues to technological glitches
likely stems from their experience with conventional 2D computing,
where technical problems are more common than UI-based security
threats. As MR devices gain wider adoption, this prior experience
may lead users to expect security measures in MR systems at par
with those in traditional 2D environments. This expectation can
potentially leave them vulnerable to MR-specific attacks.

5.2 Discrepancy in Reported and Performed Mitigations
We identified a gap between what users believe they did to miti-

gate certain attacks and their actions when subjected to attacks in
a remote collaborative MR environment. The discrepancy in re-
ported and actual mitigation techniques of participants during the
attacks revealed participants’ lack of understanding of the environ-
ment and conceptualization of the 3D computing world. Higher
recall of mitigation techniques in the click redirection condition im-
plies that users have a stronger mental model of how to respond to
this type of attack due to its similarity with the 2D computational
environment and ability to visually observe the attack. In contrast,
the greater discrepancy in reported techniques for mitigating spatial
occlusion attacks suggests the attack may have been more complex
and mentally demanding for the participants due to its subtlety. Ad-
ditionally, the mitigation techniques used might have been a result
of automatic response to the physical environment, rather than de-
liberate, conscious decisions. While intuitive mitigation techniques
such as using near-interaction to grab the object may help resolve
the immediate task, it can be more dangerous in practice because
ignoring the subtle indicators of security threats means users might
unknowingly continue interacting with malicious objects without
realizing they are compromising security.

5.3 Perceptions of Security Concerns
Most participants mentioned remote guidance and design collabora-
tion as potential applications of collaborative MR systems. Partici-
pants’ responses suggest a confident belief that remote collaborative
MR systems are a viable candidate for these real-world applications
in the near future. However, users mentioning network reliability
and unauthenticated access as the two most common concerns dur-
ing their interviews also highlight the increased challenges for the
adoption of collaborative MR in real-world applications. Partici-
pants’ responses across the questionnaires also provide useful in-
formation with regard to security concerns, partially supporting the
hypothesis for RQ1. Although only a few users identified the pres-



ence of the spatial occlusion attack, many still expressed concerns
specifically about the security of the environment in the post-attack
questionnaire after this condition. This suggests that, to some extent,
users perceived the attack as spatial and immersive, even if they did
not fully recognize its specific nature. On the other hand, click redi-
rection attacks invoked users’ long-standing concerns about secure
system access and data protection.

5.4 Impact on Collaboration
We also witnessed varying effects on collaboration in the presence
of an attack. In the case of click redirection, as hypothesized,
collaboration increased when the attack was encountered. This
shows that being in a collaborative environment when faced with an
attack helps discuss and mitigate issues. However, this is only true
for situations when the presence of an attack has been recognized.
On the contrary, when the attack had not been recognized it led to
mistrust between the participants. We believe that the participants
expected their partner to experience the same environment, and any
discrepancies between their partner’s description of the environment
and their own experience of the environment led to confusion. This
was most frequently observed during the spatial occlusion attack.
This observation reinforced the notion that poor attack recognition
can cause mistrust among collaborators in a shared environment.

5.5 Self-Assessed Performance
Participants underestimated the impact of the spatial occlusion at-
tack, reporting slightly better results than the baseline condition.
However, on average they took longer to complete tasks involving
the spatial occlusion attack. This discrepancy in subjective per-
formance rating and objective performance measurement suggests
that the immersive nature of MR might have affected users’ self-
perception and awareness. The incorrect perceptions of individuals’
performance can affect team dynamics in remote collaborative MR
environments, as incorrect self-assessment can lead to misunder-
standings or inefficiencies in collaborative tasks.

Although the metrics for subjective performance ratings did
not reveal significant differences across various attack conditions,
emerging patterns suggest that these potential differences might
become more evident with a larger sample size. Specifically, par-
ticipants rated their performance as worst in the click redirection
attack, where the attack was more noticeable. This suggests that
while spatial occlusion attacks might not be as overtly noticeable as
the click redirection attack, their subtlety can make them potentially
more dangerous in practical applications.

5.6 Design Recommendations
Our findings highlight the need to reflect on UI design in MR envi-
ronments and educate users on potential MR-specific threats, build-
ing on the emphasis from [37] on integrating security and privacy
considerations into collaborative MR systems while balancing us-
ability, feasibility, and access control. We believe there is a pressing
need to optimize UI design with intuitive security indicators that
align with the user’s mental model and cognitive load in MR space.
We recommend that developers design applications to enhance vis-
ibility and understanding within their environment. This could
include implementing controls and toggles that highlight all objects
in the environment similar to basic 3D view management [5], re-
gardless of their opacity, and exposing transparent attack objects.
Additionally, incorporating mandatory highlighting of the object
being manipulated can help users identify which object they are in-
teracting with. To further improve user awareness, spatial auditory
cues could be used to indicate the location of the selected object in
the 3D space. We also suggest that when a security vulnerability
is suspected, developers go beyond traditional pop-up warnings or
notifications and work on more immersive and integrated warning
mechanisms that consider users’ cognitive load in MR space. There

is also a clear need for user education and training in MR environ-
ments to help users recognize security risks. Training programs for
critical MR applications such as remote medical operations should
include a basic understanding of MR novelty, equipping users to
recognize when something deviates from expected behavior and
could indicate an MR security attack. Additionally, our findings
support the work of Rajaram et al. [38], who highlight the value
of character-driven storyboarding in visualizing user interactions
with security risks. This approach aids in developing user-centric
solutions that improve awareness and understanding of privacy and
security concerns in AR environments.

5.7 Limitations and Future Work

While this study offers valuable insights into user behaviors in re-
sponse to novel attacks within remote collaborative MR environ-
ments, it has some limitations. The sample size is limited due to the
length of the user study and the need to recruit participants in pairs.
Most of our results lacked statistical significance and demonstrated
small effect sizes; thus, we report only the trending behaviors for
those measures. We were limited by latency and errors in hand
gesture detection with the Microsoft Hololens 2. The results might
vary in terms of attack recognition if a newer device or a device with
a controller is used. Additionally, participants lacked prior experi-
ence with head-worn MR devices, therefore studying behavior over
longer periods of adaption may produce different results.

Future work should expand on the types of novel attacks that
can be executed in remote collaborative MR environments. This
will not only help us understand the threat landscape better but will
also help gauge users’ vulnerability to those attacks. Future studies
should also investigate the factors that lead to discrepancies between
perceived and actual performance. This could involve varying the
types of tasks, the complexity of the environment, or the level of
feedback provided to participants. We also suggest working towards
effective solutions for these novel attacks by verifying the integrity
of object manipulations through methods such as metamorphic test-
ing [9, 6]. Researchers should investigate the effects of different
training programs on users’ ability to recognize and mitigate at-
tacks. This could involve developing and testing various training
modules and assessing their effectiveness through controlled exper-
iments. It is also critical to make efforts towards improving security
mechanisms within these environments and focus on designing user
interfaces that make security issues more apparent and actionable.

6 Conclusion

Our research aimed to understand users’ perspectives on security
threats in remote collaborative MR environments. We developed
novel MR-specific security attacks and tested them through a user
study. While participants could identify certain attacks, we found
that MR-specific threats were difficult for users to comprehend.
Our recommendations offer design guidelines for developers to cre-
ate systems that are both informative and resilient to such security
threats. As MR technology continues to improve, its adoption across
various real-world applications makes it essential to prioritize robust
security measures and raise awareness among users.
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