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ABSTRACT

Wearable Augmented Reality (AR) devices are poised to provide a
bright future of immersive ubiquitous experiences and interactions.
While the powerful suite of sensors on modern AR devices are nec-
essary for enabling the future of spatial computing, they can create
unease in bystanders due to privacy concerns. A primary source
of concern is related to the risk of identification and surveillance
from recent advancements in facial recognition. Our position pa-
per outlines a vision of wearable AR displays and sensors in which
privacy-enhancing technologies (PETs) protect bystanders’ identi-
ties and behaviors. Within this vision, we identify several long-term
research questions related to perception, usability, and deployment
of bystander PETs within the AR ecosystem that impact the nor-
malization of wearable AR, privacy concerns for diverse users and
use cases, and the resulting ethical considerations.

Index Terms: bystander privacy, augmented reality, obscuration.

1 INTRODUCTION

Wearable Augmented Reality (AR) devices, such as the Microsoft
HoloLens or Magic Leap, are set apart from other mobile devices
by the immersive experience they offer. While the powerful suite
of sensors on modern AR devices are necessary for enabling such
an immersive experience, they can create unease in bystanders due
to privacy concerns [9, 4]. A primary source of concern is related
to the risk of identification and surveillance from recent advance-
ments in facial recognition [24]. For example, an AR user may
download apps that capture always-on camera data to provide assis-
tive benefits such as heads-up navigation [28], translating text [3],
and relaying facial expressions to neuro-divergent users within so-
cial settings [10]. Without the user’s knowledge, the app could be
storing captured camera data remotely for later use. A user walking
by a Black Lives Matter protest while wearing the glasses may un-
intentionally identify the event organizer or attendees in the data
by capturing their faces, which could be purchased by agencies
targeting specific groups and organizations [14]. Taken together
with public backlash for earlier AR displays such as the Google
Glass [19, 18], addressing the perception and privacy risks of AR
sensors is a necessary step to their deployment and developing an
ethical understanding of their impact.

The described scenario highlights several critical issues of fu-
ture AR devices: AR sensor data erodes privacy in public spaces,
the privacy risks introduced by such devices can negatively impact
public perception, and a negative public perception could result in
the harm or ostracization of users and a lack of adoption or access to
AR assistive technologies that otherwise provide a practical trade-
off of privacy for utility.

Our future vision is the use of privacy-enhancing technologies
(PETs) to protect bystander privacy while enabling the future of
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AR. State-of-the-art bystander PETs automatically detect and re-
move personally identifying information, with a focus on faces
within camera data [5, 21]. Several long-term research questions
must be answered before our vision can be achieved:

• RQ1 : how does the public perceive AR PETs and how will
they be deployed in practice?

• RQ2 : How well should PETs perform in different settings to
be considered effective?

• RQ3 : how can we avoid jeopardizing privacy in the long run,
particularly if PETs normalize wearable AR in public but are
limited to opt-in or difficult to configure systems?

2 RELATED WORK

2.1 Bystander Privacy
The technical perspective on bystander privacy and AR headsets
has focused on balancing the level of privacy provided by PETs
(e.g., face removal or blurring) and the impact on user experience
or utility of AR applications [6]. The systems for identifying by-
standers and managing consent for data capture can operate in a
passive or active manner, spanning typical images captured and
shared through social media [8, 13], videos captured to support life-
logging [15], and those that focus on wearable AR displays [5]. The
recurring theme across these methods is how they deal with consent
from bystanders, as active systems rely on a known gesture or ad-
ditional technology integration to signal whether their face or iden-
tifying features must be removed from the sensor data stream [16].
Passive systems automatically monitor AR data streams to iden-
tify and redact bystanders and their private information [21]. The
trade-off between active and passive bystander systems depends on
the public availability and understanding of the technology, indi-
cating that passive systems running automatically without any prior
knowledge are ideal for public AR use cases [1, 6]. The discussed
bystander protections and PETs vary in how they are implemented,
how successful they are in wiping bystander information from the
data stream, and their social perceptions. Thus, we identify a gap
in comparative studies and deployments that jointly understand the
impact of wearable AR on privacy and the different types of PETs
on public perceptions.

The initial understanding of social perceptions for wearable AR
began with incidents resulting from the initial roll out of Google
Glass [18, 19] and carry through to the most popular mixed-reality
devices today, the Quest 3 and Apple Vision Pro which has seen in-
creased use in public spaces such as coffee shops and airplanes [17].
Prior works from research groups include user studies to character-
ize AR bystander perceptions [20, 9]. Their findings suggest that
PETs should be integrated into AR systems and consider contex-
tual information such as location and the relationship to a bystander,
however, there is a lack of understanding in how bystanders or users
feel when presented with the protections resulting from different
types of PETs or their quantitative performance when attempting to
protect the bystander within every frame of data.

2.2 Obscurity
We focus on the privacy concept of obscurity as developed by law
and philosophy scholars [12, 25]. Obscurity theory proposes that



when it is costly (e.g., through time, effort, or money) to find or
correctly interpret information, people will be disinclined to try to
locate and correctly interpret it. Obscurity is thus a probabilistic
account of protecting information that views cost as a deterrent,
such as how long one must observe AR camera data to success-
fully identify a bystander and with high confidence link them to
some private information. An example of obscurity in public from
the original paper includes eavesdropping on a stranger’s conver-
sation. If you overhear somebody revealing that a family member
has been checked into a rehab facility and hear just their first name
it is theoretically possible to link this information with an identity.
However, the work needed to identify the speaker, which family
members share this first name, and whether this information has
any external relevance (i.e., they are a politician or celebrity) would
dissuade an adversary and provide privacy protections.

In the protest example above, a PET that reduces the number
of frames containing the organizer’s face from many to just one
could make confident identification and surveillance at scale sig-
nificantly more difficult. However, obscurity theory cautions that
current and future surveillance technologies can significantly re-
duce obscurity protections that society has taken for granted when
they are not legally protected. Care must be taken to ensure practi-
cal privacy risks are not taken for granted in case relevant transac-
tion costs are greatly reduced through technological advancements
or new use cases. The obscurity landscape for wearable AR and
bystander PETs is still emerging as the technology is not yet nor-
malized at scale.

3 METHODOLOGY

3.1 What is a key security or privacy harm that you con-
sider critical and/or challenging to address for a fu-
ture AR ecosystem?

As outlined above, addressing bystander concerns over the pres-
ence of wearable AR displays is critical in the wide-spread usage
of these technologies. Furthermore, a broader understanding of the
perceptions across diverse users and the specific impacts of PETs
are necessary. The challenge of understanding user and bystander
perceptions across cultural background, economic status, ethnicity,
and technical literacy for modeling future real-world deployments
led us to pose RQ1. The goal of understanding the specific settings
and key performance metrics that lead to PETs as an ideal solution
to bystander privacy led us to RQ2. Finally, we revisited obscurity
theory to pose RQ3 on whether PETs could result in a net loss to
privacy, in cases where the public is normalized to their presence
but external factors jeopardize bystander privacy.

3.2 How do you envision improving AR design and de-
velopment practices to address this harm?

Current design work to support privacy and security efforts estab-
lish a ground-up approach to address AR challenges [23, 22], in-
cluding bystander privacy [2, 26]. These research methods develop
tools to collect, measure, and implement privacy-focused design
elements into the AR authoring process. We see new future re-
search directions as contributing to the design of more effective by-
stander PETs by profiling what elements support public acceptance
and where they will be deployed (RQ1), benchmarking PETs to in-
form practical deployments (RQ2), and finally informing the ethical
considerations of future AR designs (RQ3).

To address RQ1, we envision the use of longitudinal studies that
explore the deployment of representative PETs and measure user
perceptions across a diverse set of user populations. The goal of
longitudinal studies are to validate the impact of prior findings and
provide evidence that can inform design principles for future AR
deployments. For example, studies may identify that specific types
of visual indicators for informing bystanders may be effective for
abled users but alternatives are necessary for certain populations.

Likewise, default privacy configurations and the necessity of train-
ing or educational materials for new users may vary widely across
economic status and depend on the policies and legal frameworks
in certain countries (e.g., GDPR [27]). This research question also
considers modeling how PETs will be deployed in practice, and
could make use of measurement studies to profile current AR ap-
plication use and how users would configure PETs if provided to
them in the form of prototypes or plug-ins within existing applica-
tions.

To address RQ2, we are interested in solidifying the definition of
success in the application of PETs by providing standard metrics
and frameworks for benchmarking that leads to deployment recom-
mendations. For example, new PETs are typically evaluated relative
to past algorithms with new or existing datasets and measure how
many frames are protected in the output datastream [7, 13, 5]. A
standard protocol for characterizing target metrics and values with
the public perceptions collected within RQ1 would provide a viable
path towards transferring research prototypes to practical deploy-
ments. For example, a common question posed after researching a
new PET is whether obscuring bystander information 98% of the
time is considered successful, or if 100% is necessary. We expect
to link the answer to the concept of obscurity and difficulty in cor-
rectly interpreting information about bystanders, while consider-
ing the level of current facial recognition and privacy-invasive tech-
nologies. The answer also depends on the context of the evaluated
scenario, and establishing standard targets based on crowd-sourced
perceptions and representative inputs would allow researchers and
platforms to make informed decisions when evaluating privacy-
utility trade-offs that could influence real-world deployments.

RQ3 is a more complex question to address, as it treats the ob-
scurity gained by PETs as a double-edged sword. While the protec-
tion from PETs establishes obscurity by design, we are concerned
with the impact normalization without proper enforcement would
have on bystander privacy. The goal of this research thrust would
support iterative ethical considerations in AR design as researchers
and industry giants continuously influence what the future integra-
tion of AR within daily life will look like, and not just the techni-
cal limitations of future systems. For example, the marketed use
cases for the Meta Ray Bans integrated glasses includes document-
ing travel in a way that provides enhanced functionality with less
distractions or burdens compared to a cell phone in a convincing
manner [11]. If these visions and marketing materials strongly in-
fluence future use cases and AR designs, it could be paired with
accompanying messaging on the availability of PETs that may lead
to a mass normalization of the technology. Specifically, since pas-
sive bystander PETs are more likely to be adopted for wearable
AR it is easy to both misinterpret or neglect default settings and
configurations which does not empower bystanders to ensure PETs
are providing obscurity as expected. The result could produce a
net loss in privacy without enforcement of PETs best practices and
standards. Investigating this research question would provide an
ethical understanding that could influence AR design standards and
policy discussions.

4 CONCLUSION

This position paper outlines three critical research questions for
providing practical bystander privacy for wearable AR systems.
The goal of this work is to establish long-term challenges and di-
rections that aid in identifying the collaborations, methods, experi-
ments, and tools needed to achieve a privacy-preserving vision for
the future of AR.
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